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Abstract

Detecting malicious files before they are executed is a fundamental defense mechanism in
computer-based systems, including in embedded systems and the Internet-of-Things (IoT).
Indeed, with the dramatic increase of the number of deployed embedded IoT devices in
the world, the number of known attacks against them has also increased in the recent past,
and such attacks include infecting them with malware. Therefore, malware detection on
embedded IoT devices became an active research area, resulting in several IoT malware
detection methods. In this paper, we introduce two recently proposed solutions, STM-
BIoTA and SIMBIoTA-ML. They both use binary similarity measures for detecting even
previously unseen malware, and they have good detection performance, while being very
resource efficient at the same time. In addition, SIMBIoTA-ML improves the malware
detection capability of SIMBIoTA by taking advantage of machine learning.

The main problem addressed in this work is that current IoT malware detection methods,
such as SIMBIoTA and SIMBIoTA-ML, are vulnerable to adversarial evasion techniques.
This means that, knowing how the malware detection method works, attackers can cre-
ate specifically crafted malware samples that mislead the detector and evade detection.
Unfortunately, existing solutions are not necessarily robust against these type of attacks.
We demonstrate that creating malware samples that evade detection is relatively easy
by proposing two simple adversary example creation strategies and showing that the ro-
bustness of SIMBIoTA and SIMBIoTA-ML against them is rather weak. Both strategies
append bytes to the end of an existing malware sample such that the malware remains
functional, but the new sample becomes dissimilar to the original sample, hence, evading
detection by SIMBIoTA and SIMBIoTA-ML. The first strategy appends chunks of the
original sample, whereas the second strategy appends an entire benign file. We measure
the robustness of SIMBIoTA and SIMBIoTA-ML against these strategies by measuring
their detection accuracy on the crafted adversarial samples. It turns out that SIMBIoTA-
ML is somewhat robust against the first strategy, but both SIMBIoTA and SIMBIoTA-ML
completely fail against the second one.

To overcome this problem, we propose two different solutions for antivirus companies.
The first approach is adversarial training, which means in our case that the training set
of the malware detector algorithm is extended with samples that are crafted by using the
adversarial evasion strategies that we proposed. The second approach, named PATRIoTA,
involves searching for fixed-size parts of known malware within the binary of a suspicious
file. Based on our measurements, both solutions are effective in achieving high detection
accuracy for both the original malware samples and the adversarial samples. The price
that we have to pay for this remarkable robustness is the increased training time and
the increased size of the detection model, however, we argue that both are bearable in
practice.



Kivonat

A rosszindulatt féjlok futtatis elétti felismerése alapveté védelmi mechanizmus a
szamitégép-alapi rendszerekben, beleértve a beagyazott rendszereket és a targyak inter-
netét (Internet-of-Things, IoT) is. A bedgyazott IoT-eszkozok szamanak dramai novekedé-
sével az ellentik irdnyulé ismert tAmadasok szdma is megnott, melyek kozott hangsulyosak
a malware tipusi tdmadasok. Ezért a bedgyazott IoT-eszk6zokon a malware programok
detektalasa aktiv kutatési teriiletté valt, és ennek eredményeképpen szamos IoT malware
detekcids modszer sziiletett. Ebben a tanulmanyban két nemrégiben javasolt megoldast
mutatunk be, a SIMBIoTA-t és a SIMBIoTA-ML-t. Mindkett6 bindris hasonlésagi mérté-
keket hasznal a kordbban nem latott rosszindulati programok felismerésére, tovabba azon
kiviil, hogy sikeresen felismerik a rosszindulatu fajlokat, hatékonyan bannak az ertforra-
sokkal is. Ezen tilmen6en a SIMBIoTA-ML a gépi tanulds eldnyeit kihasznélva javitja a
SIMBIoTA detekciés képességét.

A {6 probléma, amellyel ez a dolgozat foglalkozik, az, hogy a jelenlegi IoT malware
detekciés médszerek, mint példaul a SIMBIoTA és a SIMBIoTA-ML, sebezhetbek az un.
adversarial technikakkal szemben. Ez azt jelenti, hogy a tdmadé a malware-t detektald
modszer miikédésének ismeretében olyan specidlisan kialakitott malware mintdkat hoz-
hat létre, amelyek elkeriilik a detekciét. Sajnos a meglévé megolddsok nem feltétleniil
robusztusak az ilyen tipusd tamadésokkal szemben. Ebben a tanulmanyban két egyszert
adversarial minta létrehozasi stratégiaval megmutatjuk, hogy detektalast elkeriilé rossz-
indulati mintdkat viszonylag kénnyii létrehozni, és latni fogjuk, hogy a SIMBIoTA és
a SIMBIoTA-ML robusztussaga ezekkel szemben meglehetésen gyenge. Mindkét stratégia
béjtokat csatol egy meglévo malware végéhez igy, hogy a malware miikédéképes marad, de
az 1j minta nem hasonlit az eredeti mintdhoz, és igy kikeriili a SIMBIoTA és a SIMBIoTA-
ML &ltali észlelést. Az els6 stratégia az eredeti minta egy darabjat, mig a masodik stratégia
egy teljes jéindulati fajlt csatol. A SIMBIoTA és a SIMBIoTA-ML robusztussagat ezekkel
a stratégiakkal szemben tgy hatarozzuk meg, hogy megmérjiik milyen pontossiggal de-
tektaljak az adversarial mintakat. Kidertil, hogy a SIMBIoTA-ML viszonylag robusztus az
elso stratégiaval szemben, de mind a SIMBIoTA, mind a SIMBIoTA-ML teljesen kudarcot
vall a masodik stratégiaval szemben.

Ennek a probléménak a lekiizdésére két kiillonb6z6 megoldést javasolunk a virusirtd cé-
gek szamara. Az els6 megkozelités az adversarial training, ami a mi esetiinkben azt jelenti,
hogy a rosszindulatt szoftvereket észlel6 algoritmus tanité halmazat olyan mintakkal bo-
vitjik, amelyeket az altalunk javasolt adversarial stratégiak felhasznalasaval készitettiink.
A miésodik megkozelités, amelyet PATRIoTA-nak neveziink, ismert rosszindulati progra-
mok rogzitett méretil részeit keresi egy gyanus fajl bindaris allomanyan belil. Méréseink
alapjan mindkét megoldas hatékony, abban az értelemben, hogy képes magas felismeré-
si pontossdgot elérni mind az eredeti rosszindulata szoftvermintak, mind az adversarial
minték esetében. Az ar, amelyet ezért a megnovekedett robusztussdgért fizetniink kell, a
megnovekedett tanitasi id6 és a detektalé modell megnovekedett mérete, de kijelentheto,
hogy mindkettd elviselheté mértéki a gyakorlatban.

ii



Chapter 1

Introduction

An embedded device is a specialized device meant for specific purposes and it is usually
embedded as part of a larger system. Nowadays, these devices are widespread and could
be surprisingly diverse. The collection of these embedded devices that are connected to
the Internet, together with their often cloud-based backend infrastructure, is called the
Internet-of-Things (IoT).

Just like other types of computers, embedded IoT devices have security weaknesses. IoT
devices can be found everywhere (e.g., healthcare, transportation, agriculture), therefore,
their vulnerabilities represent a huge attack surface for attackers. IoT devices are desirable
targets for attackers, because they handle sensitive information or they control critical
processes. Indeed, with the dramatic increase of the number of deployed embedded IoT
devices in the world, the number of known attacks against them has also increased in the
recent past, and such attacks include infecting them with malware. Furthermore, they
are highly connected over the Internet, so malware could spread easily from one device to
the other. One of the most infamous examples is the Mirai malware [5], which infected
hundreds of thousands of IoT devices and launched one of the largest distributed denial
of service attacks against Internet-based services in 2016. But the IoT threat landscape
includes other malware families as well, such as Gafgyt, Tsunami, and Dnsamp [11].

Malware detection is an essential part of modern defense mechanisms used in computer-
based systems. Malware detection approaches can be categorized into signature-based,
heuristic, and cloud-based approaches [7]. In the past, antivirus products only used sig-
natures. A signature, in this context, is a short sequence of bytes that uniquely identifies
a set of variants of a malware. Malware detection algorithms scan files and search for
such signatures. If the given signature is found in the file, the file is considered mal-
ware. In practice, however, signature-based detection has significant disadvantages. It is
expensive, because signatures are usually created manually by experts [1]. Furthermore,
signature-based detection can be misled with various techniques (e.g., packing, encryption,
obfuscation, code polymorphism). These techniques keep the functionality of the malware,
while they make their characteristic signatures disappear.

Heuristic malware detection relies on rules, created by experts that capture more com-
plex static patterns in malware than simple signatures do. Consequently, compared to
signature-based approaches, heuristic techniques can detect a larger set of variants of the
same malware. Yet, even this approach is unable to cope with obfuscation techniques.
Furthermore, the threat landscape is constantly evolving with both new types of malware



and variations of existing malware!. Both cases require new signatures and heuristic rules
to be generated constantly and this poses a major challenge for antivirus companies.

Therefore, there is significant effort to automate the detection process using machine
learning [14, 40, 38]. In order to extract features for machine learning, static and dynamic
program analysis techniques are used [32]. Features include instruction-level data, data
related to control-flow, invoked API functions and system calls, and messages sent over the
network. These features are used to train machine learning models for malware detection.
Furthermore, machine learning requires lots of training data, i.e., benign and malicious
samples in this case.

Regarding the system architecture, nowadays, antivirus products install a client-side com-
ponent on the users’ machines, which typically performs signature-based and heuristic de-
tection. If this client component cannot determine whether a sample is malicious or not,
then it sends the sample to a server, which performs a more in-depth analysis, including
e.g., dynamic behavior analysis in a sandbox environment. We refer to this architectural
setup as cloud-based malware detection. Thanks to using dynamic behavior analysis, it is
very effective, it can even cope with advanced evasion techniques (e.g., obfuscation, code
polymorphism). Cloud-based approach can be applied to resource constrained IoT devices
as well [35].

While many attacks can be successfully prevented with these approaches, unfortunately,
no matter how good a malware detection system is, attackers constantly work on methods
to evade their detection (this is a cat-and-mouse game). In particular, they want to
construct malware samples that have the same function as older samples but not recognized
by detectors. In case of machine learning, such kind of inputs are called adversarial
eramples. The concept of adversarial examples can also be adopted in the domain of
malware detection (being machine learning-based or otherwise): an adversarial example in
this context would be a specially crafted malware sample that evades detection by a specific
detection method. The degree of vulnerability against adversarial examples defines the
robustness of the system. History shows that traditional signature and heuristic malware
detection is not robust against adversarial samples, which explains the large number of
polymorphic malware. And unfortunately, it has been shown in the literature [6, 34, 29|
that machine learning based malware detectors can also be misled easily.

In this work, we compare two recent IoT malware detection solutions, SIMBIoTA and
SIMBIoTA-ML, in terms of robustness. SIMBIoTA (SIMilarity Based IoT Antivirus) [37]
is an effective and efficient IoT antivirus solution. SIMBIoTA is similar to traditional
signature-based solutions, but it uses TLSH hash values of known malware instead of
raw binary signatures. TLSH [27] is a similarity hash algorithm, which means it outputs
similar hash values for similar inputs. SIMBIoTA-ML [28] improves the malware detection
capability of SIMBIoTA with machine learning. In case of SIMBIoTA-ML, for training
the machine learning model, feature vectors are extracted from the TLSH hash value of
files.

For the comparison of SIMBIoTA and SIMBIoTA-ML in terms of robustness against ad-
versarial examples, we design two adversarial example creation strategies. The purpose of
each strategy is to create adversarial examples that evade similarity-based malware detec-
tion. Both strategies modify existing malware samples by appending extra bytes to them
such that those bytes are never executed but they make the modified samples dissimilar
to the original ones. The first strategy adds chunks of the original sample to the malware

"Mttps://www.sophos. com/en-us/medialibrary/pdfs/technical-papers/
sophoslabs-2019-threat-report.pdf, (accessed: October 16, 2023)
https://www.ntsc.org/assets/pdfs/cyber-security-report-2020.pdf, (accessed: October 16, 2023)
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and ensures that a certain target difference is achieved by doing so. The second strategy
embeds a malware into a known benign file and ensures that the resulting sample becomes
similar to the benign file (and hence dissimilar to the original malware sample). We show
by measurements that SIMBIoTA-ML is robust against the first strategy, but it can be
misled by the second one, while SIMBIoTA has poor robustness against both strategies.

To overcome this problem and increase the robustness of both SIMBIoTA and SIMBIoTA-
ML, we propose two solutions, one for each. In the case of SIMBIoTA-ML, we employ
adversarial training, a concept originally used in the image recognition domain to enhance
the robustness of machine learning-based models against adversarial examples. We adopt
this approach in the domain of malware detection and demonstrate its effectiveness. Ad-
versarial training in our case means that the training set of the malware detector algorithm
is extended with samples that are crafted using the adversarial evasion strategies we pro-
posed. We measure the detection accuracy of SIMBIoTA-ML trained on such an extended
training set and show that it remains high both for the original malware samples and for
the adversarial samples. Secondly, to increase the robustness of SIMBIoTA while preserv-
ing its advantages, we propose PATRIoTA, a modified (upgraded) version of SIMBIoTA.
The main idea of PATRIoTA is to split malware samples known to the antivirus provider
into multiple fixed-size parts, referred to as particles, and to perform the same operations
on those particles as the operations performed by SIMBIoTA on entire samples. This
involves the antivirus provider building a similarity graph of known particles, computing
its dominating set, and distributing the TLSH hash values corresponding to the particles
in the dominating set to the clients. The clients also split any file to be scanned into par-
ticles, computing the TLSH hash values for each particle. If a threshold number of these
computed hashes are similar to the hashes in the dominating set, the file is detected as
malware. The price that we have to pay for this remarkable robustness in both cases is the
increased training time and the increased size of the detection model, however, we argue
that both are bearable in practice. Additionally, while PATRIoTA enhances robustness,
it also comes with an unfortunate trade-off of increased detection time (the time required
for decision making).

This document is organized as follows. In Chapter 2 we take a closer look at the design
and performance of SIMBIoTA and SIMBIoTA-ML. Chapter 3 presents the strategies for
creating adversarial examples. Additionally, we describe our methodology for measuring
the performance of the proposed adversarial example creation strategies and present the
results of our measurements. In Chapter 4, we present our first proposed countermeasure,
adversarial training on SIMBIoTA-ML, along with the measurement results demonstrating
its effectiveness in enhancing the robustness of SIMBIoTA-ML against evasion by adver-
sarial samples. In the first part of Chapter 5, we introduce PATRIoTA and present its
design considerations in detail. In the second part, we compare PATRIoTA to SIMBIoTA
in terms of malware detection capability and robustness against adversarial sample cre-
ation strategies. In Chapter 6 we show the current state of the art in this specific scientific
field. Finally, Chapter 7 concludes our work.



Chapter 2

Similarity-based IoT malware
detection

Although, IoT malware detection is a challenging problem, there have been solutions
proposed in the literature [35, 20]. In this work, we are interested in the similarity-based
IoT malware detection solutions called SIMBIoTA and SIMBIoTA-ML, which have been
proposed recently, and which have remarkable malware detection capabilities, while being
resource efficient at the same time. Before we delve into the architecture of these solutions,
we get to know the meaning of similarity hashes that form the basis of the mentioned
systems.

2.1 Binary similarity hash function

Cryptographic hashes such as MD5 and SHA-1 are used for many data mining and secu-
rity applications. The collision resistance property of cryptographic hash functions make
them suitable for unique identification of files in practice. However, if a single byte of a
file is changed, then its cryptographic hash will be a completely different hash value. The
situation is different for similarity hashes: for similar inputs, binary similarity hash func-
tions output similar hash values. SIMBIoTA and SIMBIoTA-ML use TLSH hash function
as the basis of their system [27], which is also a similarity based hash function.

TLSH has a lightweight calculation time in the range of milliseconds on contemporary
personal computers, which makes it suitable in the context of malware detection even on
resource constrained [oT devices. A TLSH value is relatively short, it can be represented
in 36 bytes (35 byte hash value +1 byte for versioning), which is also an advantage. More
specifically, computing a TLSH hash value involves the following steps [27]:

1. Process the raw byte string using a sliding window of size 5 to populate an array of
bucket counts.

2. Calculate quartile points g1, g2, and g3 based on the buckets’ values.

3. Construct the hash value’s header based on the quartile points, the length of the
byte string, and a checksum on its content.

4. Construct the hash value’s body.

The first three bytes of the resulting TLSH hash value is a header with following parts:



o the first byte is a checksum value;

o the second byte stores the so-called L value, which is calculated from (the logarithm
of) the length of the original byte sequence;

e the two nibbles of the third byte are called the Q1 and Q2 ratios, and they are
computed from the quartile points ql and g3, and the quartile points q2 and g3,
respectively.

The rest of the bytes are the binary representations of the 128 buckets that TLSH uses
during the construction of the hash value quantized to two bits.

As an illustration, let us consider the following prefix of a TLSH hash value, represented
in hexadecimal format:

T1 B3 C3 09 A5 BC 43 9B 4F CA C3 DB F6 ...

The first two character of the TLSH hash (T1) is the version number. The version number
is followed by the 3-byte header. The first byte of the header is a checksum, which has
the value of hexadecimal B3 in our example. This is followed by the L value, which is
hexadecimal C3 in this case. Next come the Q1 and Q2 ratios, which are hexadecimal 0O
and 9, respectively, in the example. The remaining bytes are the binary representations
of the buckets turned into hexadecimal numbers. As each bucket value is represented by
two bits, the next hexadecimal number A, in the example, encodes the 2-bit values 10 and
10 of the first two buckets. The same way, the next hexadecimal number 5 encodes the
2-bit values 01 and 01 of the next two buckets, etc.

We can measure the similarity of two inputs by comparing their TLSH hash values with a
comparison algorithm [27]. The output of the comparison algorithm is an integer number.
The minimum value of this number is 0, which means that the two files of the compared
hashes are almost identical. A higher score should represent that there are more differences
between the inputs. This algorithm calculates the similarity value of the two given TLSH
hash with various weighting. E.g., differences in hash value’s header are taken into account
with a larger weight than the differences in the hash value’s body. For more details on the
calculation of TLSH values and TLSH differences, we refer the reader to [27].

It is important to note that the similarity hash functions and comparison algorithms
operate only on raw byte sequences, therefore they are suitable for capturing static byte
level similarity of binary files, but nothing more.

2.2 SIMBIoTA

SIMBIoTA is an IoT malware detection solution that was proposed in [37]. It saves storage,
memory, computation, and bandwidth, which resources are constrained in IoT field. In
a certain sense, SIMBIoTA is a hybrid solution, it combines preferably the properties of
signature-based and cloud-based solutions.

SIMBIoTA efficiently detects malware by leveraging the similarity between scanned files
and known malware samples. The approach takes advantage of the fact that malware
belonging to the same family tends to exhibit similarities, while samples from different
families, as well as benign programs, are dissimilar. This leads to a distinct separation
between the similarity graph of known malware samples and that of benign programs, as
depicted in Figure 2.1. In this graph, vertices represent binary files, and an edge connects
two vertices if the corresponding files share a certain level of similarity. Typically, each



M malware
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Figure 2.1: Illustration of a similarity graph of a set of binaries.
Each vertex represents a binary, and an edge connects
two vertices if the corresponding files exhibit similar-
ity based on a specified similarity measure. In this
specific illustration, the files are considered similar if
their TLSH difference score is below the threshold of
40. Malware binaries are denoted by red nodes, while
benign binaries are depicted as green nodes. Notably,
there is a clear distinction between malware and be-
nign files, and the similarity graph of malware exhibits
significant clustering.

cluster in the similarity graph can be represented by a few representative samples, where
all cluster members are similar to at least one of these representatives. Therefore, for
malware detection purposes, knowledge of the representative samples is sufficient. Scanned
files that resemble any of the representatives are likely to be malware, while files that do
not exhibit similarity to any of the representatives are likely to be benign.

- s Commercial )
. IoT device N Honeypotfarms  malware feeds  Public malware .* Components of the backend ,

’ v . .
repositories

Submit :suspicious /
detected samples

Binary similarity-based
detection process

Malware database

Intelligence network

A 4

Malware clustering

Database of similarity
hashes

Figure 2.2: Architecture of SIMBIoTA.



We can see the high-level architecture of SIMBIoTA in Figure 2.2. It consists of 3 major
components: IoT device (i.e., client), backend (i.e., server), and intelligence network.
The intelligence network (e.g., honeypot farms, commercial malware feeds, and public
malware repositories) provides malware samples for the malware database of the backend.
SIMBIoTA is similar to the signature-based approach, but it uses TLSH hash values
instead of signatures. SIMBIoTA is also similar to the cloud-based approach, because the
backend does the resource-intensive tasks. The backend processes the malware samples
and it creates a representative subset of TLSH hashes that is pushed to the IoT device. The
IoT device uses this small database of TLSH hashes, and it runs a lightweight algorithm
to detect malware, based on binary similarity.

Similarity hashes are a good alternative to signatures in IoT malware detection. Firstly,
the similarity hash used by SIMBIoTA (i.e., the TLSH hash) is represented in a very short
sequence of bytes (36 bytes). Secondly, based on binary similarity property, one hash
can fully represent a group of malware. Hence, all malware samples on the backend can
be covered with a relatively small database on the IoT device. In addition, computing
similarity hashes does not require manual work of experts, but it can be completely au-
tomated. Furthermore, another advantage of similarity hashes is their short calculation
time. Processing a single file (i.e., hash generation time + hash comparison time) takes
only a few milliseconds even on CPU constrained devices.

2.2.1 Malware analysis at the backend

The backend database of SIMBIoTA is built from the malware samples collected from
the intelligence network. Typically, thousands of samples are collected each day. The
IoT device could not handle this number of TLSH hashes, so the backend can transmit
only a few TLSH hash values. These TLSH hash values form a representative subset that
represents the whole backend malware database.

We can imagine the malware database as a graph, where nodes are the malware samples,
and two nodes are connected if the TLSH similarity score of their samples is below a
selected threshold!. More precisely, the mentioned representative subset of samples must
form a dominating set? for the imagined graph. SIMBIoTA uses a simple greedy algorithm
for constructing the dominating set: if a new sample received by the backend is not
similar to any of the samples in the current dominating set, it adds the new sample to the
dominating set, otherwise it moves on to the next new sample.

Based on the above SIMBIoTA can create the representative subset of the malware
database and it can extend if it is necessary. The backend sends the TLSH hashes of
this dominating set to the client. If the dominating set on the server side is expanding,
then the server informs the client with the updates.

2.2.2 Detection process on the IoT device

On IoT device the detection process is called before executing a file. If the TLSH distance
of the given file’s TLSH hash and one of the hashes in the dominating set is below the

Tn case of SIMBIoTA, 40 is used as threshold value, which was selected by extensive empirical analysis
described in [10].

2A dominating set for a graph G = (V, E) is a subset D of V such that every vertex not in D is adjacent
to at least one member of D. In graph theory minimal dominating set problem is a classical NP-complete
decision problem. Therefore it is believed that there may be no efficient algorithm that finds a smallest
dominating set for all graphs.



selected threshold, then it is considered as a malicious file. According to the client’s needs
and possibilities, it can further customize his policy of use. SIMBIoTA’s client has a great
advantage with respect to other cloud-based malware detection system’s clients, because
with its local database it can operate even if the backend is unavailable.

2.3 SIMBIoTA-ML

SIMBIoTA-ML was proposed in [28]. The purpose of SIMBIoTA-ML is to improve the
malware detection capability of SIMBIoTA with machine learning. In order to do so,
SIMBIoTA-ML replaces the dominating set construction by machine learning. The modi-
fied architecture is shown in Figure 2.3. On embedded IoT device, the database of TLSH
hash values is replaced with a machine learning model. Hence, in place of the lightweight
detecting algorithm, the client only have to give the examined file to the stored machine
learning model for detection. The machine learning model is trained on the backend us-
ing both malicious and benign samples. Therefore, SIMBIoTA’s intelligence network is
extended with sources that also provide benign samples for the backend. Benign samples
could be received from IoT software vendors or from public software repositories.
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Figure 2.3: Architecture of SIMBIoTA-ML.

2.3.1 Design choices for machine learning

Machine learning models for malware detection must be trained using features that rep-
resent important qualities of executable files. In general, features can be derived using
static or dynamic program analysis. However, dynamic program analysis (i.e., monitoring
a program’s execution) is not very economical, and that would be important in case of
IoT devices. Therefore, the extraction of feature vectors has to be lightweight and has to
be done statically.

TLSH hash values can be considered static features because their calculation involves only
the processing of the raw bytes in the program file. The TLSH hash value is transformed
into 131 features by splitting the hash value into smaller parts. Specifically, from the
header the L value, the Q1 ratio, and the Q2 ratio is taken. The bytes representing
buckets are split into bit pairs, which gives 128 2-bit features for the 128 buckets. A
random forest classifier is trained on these extracted features. Choosing a random forest
classifier is advantageous because it automatically filters non-predictive features [9].



2.4 Performance

Before we show the performance of SIMBIoTA and SIMBIoTA-ML on adversarial exam-
ples, we take a look at their results on the unmodified samples. As for the results, we
mention only the false and true positive rates of the two systems, because in the context
of this paper only these are relevant. In addition to the measurements presented below,
one can read about the experiment in more detail in [28].

For the experiments of SIMBIoTA and SIMBIoTA-ML the same data set is used. We
discuss the origin and composition of the samples in Section 3.3.2. For now, it is enough
to know that there is a relatively large sample data set. This data set contains malicious
and benign files and these files are executables written for either the ARM or the MIPS
architecture.

The same evaluation is taken separately on ARM and MIPS samples, however in the fol-
lowing we refer to them together. SIMBIoTA and SIMBIoTA-ML use the same experiment
design. The experiment uses samples created between January 1st, 2018 and September
15th, 2019. This time interval is divided into weeks. Both SIMBIoTA and SIMBIoTA-ML
receive updates for their detection methods at the beginning of each week.

Malicious samples are organized into weekly batches based on the date they were first
seen. 10% of each weakly batch is available to the backend, this training set represents
the knowledge provided by the intelligence network. The other 90% is never shown to the
backend, this is the test set. The malware detection rate on the test set gives the system’s
true positive detection rate.

SIMBIoTA-ML requires a balanced data set for training and testing the machine learning
model, so the same number of malicious and benign samples per week is needed. However,
there is no information about when the benign samples were first seen. Therefore, benign
samples are randomly assigned to be part of either the training or test set. Each week, the
same number of benign samples are selected from the benign training set as the number
of malicious samples in the malware training set. Selected benign samples are available to
the backend for training purposes. The test set of benign samples is selected in the same
way. Samples of the benign test set are never shown to backend and their evaluation gives
the system’s false positive detection rate.

The method of assigning benign samples to the training and test sets introduces random-
ness into the experiment. To eliminate the effects of this randomness on the measurement
results, the experiment is repeated 12 times and traditional box plots are used to present
the results. The data points of box plots show the results of the 12 runs of the experiment
for each week.

2.4.1 True positive detection rate

There are two approaches for measuring the true positive detection rate of SIMBIoTA and
SIMBIoTA-ML. The first approach evaluates the test sets of all previous weekly batches,
while the second approach takes only the current weakly batch.

Results of the first approach is shown on Figure 2.4. The left-hand side of the figure
shows the performance of SIMBIoTA and the right-hand side shows the performance of
SIMBIoTA-ML. Both solutions show a learning curve for both the MIPS and the ARM
architectures, i.e., their true positive detection rate improves as time passes and more
samples are made available to the backend. However, SIMBIoTA-ML consistently out-



performs SIMBIoTA by having a true positive detection rate above 95% throughout the
measurement.
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Figure 2.4: Box plot of the true positive detection rate for mal-
ware test sets of all previous weeks.

Results of the second approach is shown in Figure 2.5. The left-hand side of the figure
shows the performance of SIMBIoTA and the right-hand side shows the performance of
SIMBIoTA-ML. SIMBIoTA’s performance varies in time and its performance reaches 90-
95% only for the second half of the measurement. SIMBIoTA-ML also shows variations in
its true positive detection rate but the variation is smaller than that of SIMBIoTA, and
performance stays above and around 95% for the majority of the experiment. Therefore,
it can be stated that SIMBIoTA-ML outperforms SIMBIoTA in this case as well.

2.4.2 False positive detection rate

In order to measure the false positive detection rate of the systems, the following exper-
iment is executed. SIMBIoTA does not use benign samples for learning, thus, all benign
samples are submitted to SIMBIoTA for measuring false positive detection rate. In the
case of SIMBIoTA-ML, however, the benign test set of actual weakly batch is given to
detection process.

As reported in [37] SIMBIoTA did not detect any benign samples as malicious, hence
achieved a false positive rate of 0. However, SIMBIoTA-ML has a false positive detection
rate 1% on average, as Figure 2.6 shows. This phenomenon is common in machine learning
field. Interestingly, MIPS samples show higher false positive detection rate than ARM
samples, but it decreases in both cases as time goes on. Overall, it can be stated that
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Figure 2.5: Box plot of the true positive detection rate for mal-
ware test set of the current week.

while SIMBIoTA-ML’s false positive detection rate is higher than SIMBIoTA’s, it is still
acceptable for malware detection.
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Figure 2.6: Box plot of the false positive detection rate for benign
samples in the test set for SIMBIoTA-ML.
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Chapter 3

Evasion of IoT malware detection

We can say based on what we have seen so far that SIMBIoTA and SIMBIoTA-ML ap-
propriately recognize malicious files. However, both of our systems detection mechanism
is based on binary similarity. What if the attacker knows this? By using this information,
could the attacker increase the chances of evading detection of his malware? Can the
attacker achieve that his malware is classified as a benign file by the detecting system? If
so, what strategies might he have to do this? In this chapter we are looking for answers
to these questions.

3.1 Overview of the adversarial examples problem

Before we delve into answering the previous questions, we take a look at the adversarial
examples problem in general. Besides the malware detection context, the adversarial
example problem appear in several other machine learning field. A prominent example is
image recognition, which creates adversarial example with so-called image perturbation.
Here, we add some adversarial perturbation noise to an image, such that no difference is
visible for the human eye, but the given machine learning model confidently does a wrong
prediction. This popular example on Figure 3.1 shows how a Deep Neural Network (in
this case, GoogLeNet) can be misled this way [15].

v v

Panda Adversarial Gibbon
(60% confidence) Perturbation (99% confidence)

Figure 3.1: Adversarial example against image recognition ma-
chine learning model that achieves misclassification of
panda as gibbon.

Even though the concept of adversarial examples were first defined in the machine learning
field, they can be interpreted in the context of non-ML-based classifiers too. Hence, we can
measure the robustness of SIMBIoTA and SIMBIoTA-ML against the same adversarial
examples. In general, adversarial examples are those inputs that were specifically designed
to cause the given model to make a mistake [8]. In our case this mistake would be
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the misclassification of malicious samples as benign. The attacker’s interest is to create
successful adversarial examples that evade malware detection.

In the machine learning field there are two major approaches for creating adversarial ex-
amples. We can craft adversarial examples in the feature space, which means we construct
feature vectors instead of real inputs that mislead the model. Furthermore, we can create
real inputs as adversarial examples by creating completely new samples or by modifying
existing ones. In case of computer programs we would like to create adversarial exam-
ples that not only mislead the classifier but that remain executable too. Since there is
no guarantee that an input reconstructed from a feature vector would be a meaningful
computer program, constructing in feature space is excluded, so we have to create real
inputs. Malware files are also computer programs, however creating a brand-new malware
can be expensive, therefore, it looks more reasonable to modify existing ones.

3.2 Strategies for creating adversarial examples

To answer the questions asked at the beginning of the chapter, we have to think with the
head of the attacker. Firstly, we assume that we have already a fancy malware and we
do not want to spoil its functionality. The only problem is that SIMBIoTA-ML, but even
SIMBIoTA, indicates correctly that it is malicious. However, we know that the similarity
hash generation and comparison algorithms (which are also used by our detection systems)
do not take into account the format of the inputs, they only consider raw sequences of
bytes. Furthermore, we can even find out that this similarity hash function is the TLSH.

Our idea is that we can mislead the detection system if we could manipulate the TLSH
hash value of our malware. Knowing the nature of TLSH, to do so, we have to modify
the raw binary. Targeted modification of the binary by manipulating the source code
without spoiling the original functionality is not so trivial task!. It would be much easier
to add a few extra bytes to the end of the binary that actually will never be executed, but
will change the TLSH hash value. However, we have to do this expansion of the binary
carefully, because too much growth can be noticeable for the defenses system.

We can increase the success rate of our attack in the IoT field, especially against malware
detection, with the quantity of the adversarial examples. So the attacker needs economical
solutions for creating adversarial examples. Simply adding bytes requires no particular
sophistication from the attacker, and it is also economical in terms of resources.

3.2.1 Overview of strategies

For creating adversarial examples, we developed two strategies. The first one is called
Chunker, the second is called Disguiser. These represent two different approaches. In
case of Chunker we add to the malware chunks of itself and the goal is to increase the
TLSH difference between the malware and the crafted adversarial example. In case of
Disguiser we want to hide our malware in a benign file, so the goal is to decrease the
TLSH difference between the benign file and the adversarial example. Moreover, these
strategies are relatively simple, an attacker can easily implement them in a real-world
situation.

!Techniques like obfuscation preserve the functionality of programs, but changes completely their binary.
We do not deal with such techniques, because for SIMBIoTA and SIMBIoTA-ML obfuscated malware would
seem totally new malware and their detection performance in this case has already been measured in [28].
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3.2.2 Strategy 1: Chunker

As mentioned in Section 2.2, SIMBIoTA uses 40 as TLSH similarity threshold. So, our
intuition is that if the TLSH distance between the original malware and our crafted adver-
sarial example is at least 40, SIMBIoTA misclassifies it. Chunker’s main idea is to simply
add bytes to the end of the malware binary. The question is, how many and what kind of
bytes need to be added to reach our goal. If all attached bytes are constant or random,
the byte entropy? would change and a static analyzer would easily detect it. It seems a
reasonable solution to add some chunks from the original malware to itself. With this
solution, if we choose properly the chunks, the byte entropy of the modified file will be
almost the same as the original.

Algorithm 1 Chunker

Input: malware binary MW
Output: adversarial example ADV EX
: CHUNKS <« split MW to 20 equal parts
CH <« element form CHUNK S w/ the closest entropy to MW
ADVEX < MW
repeat
ADVEX < ADVEX +CH
until TLSH _difference(MW,ADVEX) > 40
return ADVEX

The pseudocode of Chunker is presented as Algorithm 1, whose steps are as follows.

e Select an arbitrary malware binary file.

e Split the raw byte sequence of the given file to 20 equal parts. With this, we get 20
chunks, each is 5% of the original file size.

e Select the chunk with the entropy closest to the entropy of the original file.

e Add the selected chunk to the end of the binary file as many time as it is necessary to
reach our goal (i.e., to get TLSH difference large enough between the crafted sample
and the original one).

To find out how many chunks are needed to be added, we performed an empirical study.
We take randomly 2000 samples from the whole malware data set (for description of whole
data set see Subsection 3.3.1). To each malware we add different number of chunks and
we calculate the TLSH difference between the original and the modified malware. The
result is shown in Figure 3.2. One can see that in most cases, 4 chunks (i.e., 20% of the
original malware) are enough to be added for reaching TLSH difference 40.

We can observe many boxplot outliers in Figure 3.2. The reason is that, especially in case
of the small malware files (<1kB), there are some special samples, where only a few added
bytes can cause a large TLSH difference (>80).

2Measure of disorder or uncertainty in the byte distribution of the given binary file.
H=- Zfii & - logy (%), where N is the length of file in bytes and n; is the number of occurrences of
byte value 1.
0 is the minimum value of byte entropy, this occurs when all bytes in the binary have the same value.
8 is the maximum value of byte entropy, this occurs when the byte values are distributed uniformly at

random.
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Figure 3.2: TLSH difference between the original sample and the
adversarial example created from it by strategy Chun-
ker as a function of the amount of bytes added.

3.2.3 Strategy 2: Disguiser

The false positive rate of a good malware detection system is as low as possible. This
means that only in very few cases a benign file will be classified as a malware. Our idea
is that we could mislead the detection system, if we hide a malware inside of a benign
file. So, the Disguiser strategy concatenates a benign file to the end of a malware binary.
Hence when this file is executed, the malware will run, although the TLSH hash of the file
may be determined by the added benign content.

Here, our intuition is that a small malware in a large benign file can be hidden easier,
because the TLSH difference between the benign content and the adversarial example will
be small. So our goal is to maintain this TLSH difference under the explained threshold
of 40.

To find out what is the sufficient size ratio between the benign and the adversarial example
to remain under the threshold of 40, we take a little empirical study. We select randomly
100 malware and 300 benign files. We concatenate each benign to each malware, and we
calculate the TLSH difference between the hosting benign file and the crafted adversarial
example. The result of this measurement is shown on Figure 3.3. On the left side of the
Figure 3.3 are represented all adversarial examples. On the right side of the Figure 3.3
(which is a zoomed-in version of the left figure) are represented only those adversarial
examples that have a TLSH distance less than 50 from the hosting benign file. We can
observe (on the left side of the figure) that in general the higher the size ratio is, the higher
the TLSH difference is. We can also observe (on the right side of the figure) that there are
quite a few points in the area where the TLSH difference is below 40 and the size ratio is
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above 1.2. Practically, this means that only the pairs with size ratio below 1.2 have the
chance to have TLSH difference below 40.

Algorithm 2 Disguiser

Input: malware binary MW pool of benign files BN__POOL
Output: adversarial examples ADVEX POOL
1: for all BN € BN POOL do

2 if sizeof (MW)/sizeof(BN) < 0.2 then

3 ADVEX < MW + BN

4: if TLSH difference(BN,ADVEX) < 40 then
5: add ADVEX to ADVEX POOL

6 end if

7 end if

8: end for
9: return ADVEX POOL

The pseudocode of Disguiser is presented as Algorithm 2, whose steps are as follows.

1. Select an arbitrary malware binary M.

2. Search a benign file B, so that the size ratio of (M+B) and B is below 1.2.
Concatenate B to the end of M.

Calculate the TLSH difference between (M+B) and B.

If the TLSH difference is below the required threshold we got an adversarial example.

o gtk W

Continue with Step 2, as long as there are still unscanned benign files.

3.3 Measurement

In this section we present in detail the setup and results of the measurement of the robust-
ness against the crafted adversarial examples in case of SIMBIoTA and SIMBIoTA-ML.
Before we look at the results of SIMBIoTA and SIMBIoTA-ML against the set of crafted
adversarial examples, we present the background of our experiment. We say a few words
about the used malware and benign dataset, we give a more detailed description about the
specific parameters, and we show the selection of base material for adversary examples.
Finally, we dive into the measurement methodology.

3.3.1 Dataset

We perform all experiments using the same data set as used for the evaluation of SIM-
BIoTA and SIMBIoTA-ML in [28]. This dataset is called CrySyS-Ukatemi benchmark
dataset of IoT malware 2021 (or CUBE-MALIoT-2021 for short). The dataset consists of
29,209 malicious ARM samples and 18,715 malicious MIPS samples, extended with 4,727
benign ARM samples and 9,392 benign MIPS samples. For malicious samples, metadata
is also available, which details, among others, the date the sample was first seen in the
wild (i.e., submitted to VirusTotal). CUBE-MALIoT-2021 is publicly available® for use
by the IoT malware research community.

*https://github.com/CrySyS/cube-maliot-2021 (accessed: October 16, 2023)
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Figure 3.3: Illustration of the effect of the size ratio between the
adversarial example and the hosting benign file on
the TLSH difference between them when strategy Dis-
guiser is used. The x-axis shows the ratio of the sizes
and the y-axis shows the TLSH difference.

3.3.2 Setup

In order to get a more accurate picture of the SIMBIoTAs’ robustness against adversarial
examples we worked out a quite sophisticated parameter set for testing. We divided the
malware sample dataset into three equal parts by size (Small-Medium-Large). The exact
intervals are given in Table 3.1.

Disguiser and Chunker have further special parameters. Chunker creates adversarial exam-
ples with TLSH difference 40 and 60 from the original malware. Based on the information
of Figure 3.2, practically to reach the threshold difference 40, 4 chunks are needed to be
added, and to reach the threshold difference 60, 6 chunks are needed to be added. As
explained in Section 3.2.3, Disguiser always uses 0.2 as the maximum of the M/B size

Architecture S M L
ARM 1-59,900 | 59,901 - 120,875 | 120,876 - 1,942,729
MIPS 1-71,508 | 71,509 - 104,712 | 104,713 - 2,423,149

Table 3.1: Maximum and minimum limits of small (S), medium (M), and large (L) size
intervals of malware dataset (in bytes), in the ARM and MIPS cases.
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ARM
Target TLSH diff. S M L
40 3823 3619 3626
60 3647 3380 3392
MIPS
Target TLSH diff. S M L
40 3708 3265 2935
60 3288 3065 2593

Table 3.2: Number of adversarial examples created with strategy Chunker from the set
of small (S), medium (M), and large (L) samples, with target TLSH difference
values 40 and 60, in the ARM and MIPS cases.

ARM
Target TLSH diff. S M L
40 3429 1565 512
30 3868 1298 390
MIPS
Target TLSH diff. S M L
40 5046 3720 736
30 5055 2370 829

Table 3.3: Number of adversarial examples created with strategy Disguiser from the set
of small (S), medium (M), and large (L) samples, with target TLSH difference
values 30 and 40, in the ARM and MIPS cases.

ratio (this 20% size increase is still acceptable). Moreover, Disguiser creates adversarial
examples with TLSH difference of maximum 40 and 30 from the hosting benign file.

The size of the sample data set is relatively large. So, we randomly select a subset as base
material for adversarial examples. For Chunker we select 4000 samples from each size
category. When creating adversarial examples from these samples by using the Chunker
strategy with 4 or 6 added chunks, the criteria described previously in this subsection
are not met by all of these selected samples: some of the resulting samples were not far
enough in TLSH difference from the original sample. We ignored these samples, and kept
only those that satisfy our constraints. The exact numbers of samples obtained in this
way are shown in Table 3.2. The data in Table 3.2 indicates that it is more difficult to
create adversarial examples from larger malware samples than it is from smaller ones.
Furthermore, it is more difficult to reach TLSH threshold 60 than it is to reach TLSH
threshold 40. These observations are consistent with intuition.

In case of Disguiser we randomly select 100 malware from each size category and we pair
them with 300 randomly selected benign files. Table 3.3 shows how many pairs meet the
criteria defined previously in this subsection. The data of Table 3.3 shows that it is more

difficult to hide a larger malware into a benign file than a smaller one?.

In order to measure the robustness of SIMBIoTA and SIMBIoTA-ML against the adver-
sarial examples, we need to simulate their behavior. Therefore, we train both SIMBIoTA

We could use a more efficient algorithm for pairing malware files with benign files. However, in this
study we rather concentrate on the robustness of the detection system against the adversarial examples.
For now we showed that is also possible to create sufficient amount of adversarial examples with this simple
method.
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and SIMBIoTA-ML on 10% of the dataset introduced in Subsection 3.3.1. When we have
the trained SIMBIoTA and SIMBIoTA-ML, we can give them an adversarial example,
and we can observe whether it is detected as a malware or not. Systematically, we give
our adversarial examples (grouped by their parameters) to the detection systems, and
we measure their detection accuracy. Similar to the experiment in [28], we repeated all
measurements 12 times to eliminate the effects of randomly splitting the dataset into a
10% size training and 90% size testing part. In the next section we will see the results.

3.3.3 Results

We arrived to the presentation of measurement results. As described in previous sections,
we prepared our adversarial examples. Now we see how SIMBIoTA and SIMBIoTA-ML
react to these malicious files. Similar to the performance evaluation, we repeat the whole
experiment 12 times, and we show the box plot of the accuracy results obtained in the
12 runs in Figures 3.4 and 3.5 for strategy Chunker and strategy Disguiser, respectively.
Some of the results are according to expectations, some of them are somewhat surprising.

Firstly, we measure the robustness of SIMBIoTA and SIMBIoTA-ML against adversarial
examples created by strategy Chunker with the parameter set described in Subsection
3.3.2. In case of Chunker our intuition could be that SIMBIoTA-ML is more robust than
SIMBIoTA. This is true, as Figure 3.4 shows, SIMBIoTA-ML has higher detection rate
in all cases than that of SIMBIoTA. Moreover, this higher accuracy is actually close to 1
for medium and large size samples, while we can observe a much lower accuracy (but still
higher than SIMBIoTA’s) for small samples. It is clear that SIMBIoTA can be mislead
with this strategy, because the classifier system of SIMBIoTA operates directly with TLSH
differences, and Chunker takes advantage of it. It seems that such a big TLSH difference
(40-60) does not really matter for SIMBIoTA-ML. Furthermore, in case of SIMBIoTA it
is also true that larger TLSH difference causes lower accuracy, as expected.

Secondly, we measure the robustness of SIMBIoTA and SIMBIoTA-ML against adversarial
examples created by strategy Disguiser with the parameter set described in Subsection
3.3.2. The robustness of the two systems against adversarial examples of Disguiser are
surprisingly poor. Basically, these adversarial examples are constructed by concatenating
a malware and benign file in such a way that the size of the benign part is much larger
than the size of malware part. Thus, the TLSH values of these adversarial examples
are more similar to the TLSH values of benign files than to the TLSH values of malware
samples. Therefore, SIMBIoTA and SIMBIoTA-ML misclassify these adversarial examples
as a benign file. As Figure 3.5 shows, the accuracy of SIMBIoTA-ML is not exactly 0.
This may be because in case of SIMBIoTA-ML there is a small false positive detection
rate (see Subsection 2.4.2), where benign files are detected as malware.

3.3.4 Discussion

In this section we have seen the results of the two strategies. We can state that SIMBIoTA-
ML is more robust against adversarial examples of Chunker than SIMBIoTA is. Unfortu-
nately, the robustness of SIMBIoTA-ML is not preserved at all against strategy Disguiser.
Moreover, in the perspective of these measurements, there does not seem to be any signif-
icant difference in the results in the ARM and the MIPS cases.

As in engineering work in general, these presented solutions also apply some trade-offs,
e.g., Chunker can create relatively more adversarial examples than Disguiser, but the ad-
versarial examples of Disguiser are more successful at evading the detection of SIMBIoTA
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and SIMBIoTA-ML. Furthermore, the Chunker strategy is a trade-off in itself. Chunker
appends some bytes to the end of an existing malware, and we want to produce the added
content relatively fast, on the other hand, we want the added content to look like some
meaningful program code. We consider two approaches: Firstly, adding some constant
or random bytes would be simple and fast, but easy to spot with simple static analysis;
Secondly, if we add some bytes that have exactly the same byte distribution as the original
malware, then it would be hard to spot with simple static analysis, but the generation
of these bytes is too slow. The Chunker strategy adds some chunks from the original
malware to itself, so it is a trade-off between the two previous alternatives, because in
case of Chunker, the appended content looks like the binary of some meaningful program
code, furthermore, we can add chunks faster than generating bytes with a specific byte
distribution.
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Chapter 4

Adversarial training on
SIMBIoTA-ML

Unfortunately, no matter how good a malware detection system is, attackers constantly
work on methods to evade their detection, this is a cat-and-mouse game. Attackers have
many advantages over antivirus companies, one of these is that attackers need only one
successful adversarial example construction strategy to reach their goal, but antivirus
companies should prepare for all possible adversarial strategies. In this chapter we present
a possible solution that antivirus companies could use to increase the robustness of existing
malware detection systems against adversarial examples.

In the previous chapter, we saw two possible methods that attackers could use to create
adversarial examples that evade detection of SIMBIoTA and SIMBIoTA-ML. We showed
by measurements that SIMBIoTA-ML is robust against the Chunker strategy, but it can
be misled by the Disguiser strategy, while SIMBIoTA has poor robustness against both
strategies. To overcome this problem, we propose to antivirus companies that they use
SIMBIoTA-ML with adversarial training.

Adversarial training has been used in the image recognition domain to increase the ro-
bustness of machine learning-based models against adversarial examples. We adopt this
approach in the domain of malware detection and demonstrate its effectiveness. Adversar-
ial training in our case means that that the training set of the malware detector algorithm
is extended with samples that are crafted by using the adversarial evasion strategies that
we proposed.

We apply adversarial training only on SIMBIoTA-ML, because based on the measure-
ments so far, SIMBIoTA-ML was more robust against the created adversarial examples
than SIMBIoTA. So it seems like a reasonable decision to improve the system, which is
inherently better in terms of robustness.

4.1 Setup

As a first step for adversarial training on SIMBIoTA-ML, we split the malware samples
into a 10% train set and a 90% test set. To do this, we use K-folds cross-validation [30],
which is a reliable and frequently used model checking technique. We use K-folds with 10
folds and repeat each measurement 10 times, where the samples of each fold belong to the
train set once, and the test set consists of the samples of the other 9 folds. This ensures
that each malware appears exactly once in the train set and 9 times in the test set.
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To use adversarial training on SIMBIoTA-ML we have to extend the original training
sample set with adversarial examples. Originally, SIMBIoTA-ML is trained on 10% of
the malware dataset introduced in Subsection 3.3.1. The samples in the training set
represent malware samples known to the antivirus company. Therefore, we construct
adversarial examples for adversarial training from malware samples only from the training
set, because the antivirus company has knowledge only about these files. After training
SIMBIoTA-ML on this extended set of training samples, we test its performance on the
original test set and adversarial examples generated from the test set. In the following,
SIMBIoTA-ML is referred to as the updated SIMBIoTA-ML after adversarial training and
the original SIMBIoTA-ML before adversarial training. Furthermore, we apply adversarial
training separately in case of the Chunker and Disguiser strategies.

For adversarial training we have to determine how many adversarial examples should
be included in the training set. In case of Chunker this is somewhat simpler than in
case of Disguiser, because the Chunker strategy creates one adversarial example from one
malware!. Therefore, in case of Chunker we use for training all adversarial examples
created from malware files from the training set. While in case of Disguiser, the standard
deviation of the number of adversarial examples created from a single malware is much
larger, because the Disguiser strategy pairs one malware with all possible benign files and

selects the pairs that meet the constraints described in Subsection 3.2.3.

To overcome this problem we created the LooseDisguiser strategy that is similar to Dis-
guiser. The LooseDisguiser strategy, like the Disguiser strategy, pairs benign files with
malicious files and creates an adversarial example from a pair if the ratio of the size of the
malicious file to the size of the benign file is below 0.2. Unlike the Disguiser strategy, the
LooseDisguiser strategy does not consider the TLSH distance between the hosting benign
file and the constructed adversarial example. The LooseDisguiser strategy has a so-called
multiply factor parameter (instead of TLSH threshold) that define the maximum num-
ber of adversarial examples created from a malware. With LooseDisguiser we can create
constant? number of adversarial examples per malware.

Depending on how many adversarial examples are added to the training set, the accuracy
of SIMBIoTA-ML changes on the test adversarial example set and the original test set.
In case of Chunker we use for training all adversarial examples created from malware
files from the training set. In case of LooseDisguiser, we measure the accuracy of the
updated SIMBIoTA-ML on the test adversarial example set and on the original test set
with different multiply factors. In Figure 4.1 we see the results of this measurement. In
this figure the ideal point is (1,1) which means 100% accuracy on adversarial example test
set and 100% on the original test set. In case of ARM samples, the point corresponding to
multiply factor 4 is the closest to this ideal point, however, in case of MIPS samples this
multiply factor is 2. Seemingly, SIMBIoTA-ML is more sensitive to noise (i.e., adversarial
examples in the training set) in case of MIPS samples. This phenomenon requires further
investigation and may lead to further research directions. To keep it simple, we choose
multiply factor 4 for LooseDisguiser in case of both architectures?.

'In a small number of cases it occurs that the sample created with Chunker strategy does not reach the
required TLSH distance from the original malware. In such a case, from this original malware the Chunker
strategy cannot create an adversarial example.

20r close to constant, because e.g., at multiply factor 10, we may not find 10 benign files that are five
times the size of a very large malware.

3A different multiply factor can be chosen depending on which is more important: higher accuracy on
the test adversarial example set or higher accuracy on the original test set. In addition, different multiply
factors can be selected even for the ARM and MIPS cases.
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Figure 4.1: The effect of the multiply factor of the LooseDisguiser
strategy on the accuracy of SIMBIoTA-ML with ad-
versarial training in the ARM (on the left) and MIPS
(on the right) cases. The multiply factors are shown
in the small rectangles, where each rectangle corre-
sponds to a given combination of accuracy values.

The exact numbers of samples obtained in this way are shown in Table 4.1. In case of
Disguiser the train adversarial sample set is empty, because we use the adversarial examples
of this strategy only for testing the original and the updated SIMBIoTA-ML. Furthermore,
some cells of Table 4.1 contain intervals, rather than specific values, because the number
of elements in the train and test sets may differ slightly in the 10 measurements.

4.2 Results

In this section we present the results of adversarial training on SIMBIoTA-ML. We measure
the detection accuracy of SIMBIoTA-ML trained on the extended training set and show
that it remains high both for the original malware samples and for the adversarial samples.

ARM
Adversarial sample set Chunker LooseDisguiser Disguiser
Training 2,684 - 2,727 | 11,663 - 11,674 -
Test 24,285 - 24,328 | 26,288 - 26,289 | 26,288 - 26,289
MIPS
Adversarial sample set Chunker LooseDisguiser Disguiser
Training 1,515 - 1,569 7,464 - 7,488 —
Test 13,862 - 13,916 | 16,813 - 16,819 | 16,813 - 16,819

Table 4.1: Number of elements in the train and test adversarial sample set constructed
with the Chunker, LooseDisguiser, and Disguiser strategies, in the ARM and
MIPS cases.
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set, and on the adversarial test sample set constructed
with Chunker strategy, in the ARM and MIPS cases.

First, we present the results of adversarial training with samples created with the Chunker
strategy. On the left side of Figure 4.2 we see that both the original and the updated
SIMBIoTA-ML have ca. 99% accuracy on the original test set. On the right side we notice
that the test adversarial examples of Chunker somewhat mislead the original SIMBIoTA-
ML, its accuracy decreases to ca. 93%, while accuracy of the updated SIMBIoTA-ML
remains high at ca. 99%.

In Subsection 3.3.3 we showed that the original SIMBIoTA-ML can be completely mislead
by the Disguiser strategy. In Figure 4.3 we see that the original SIMBIoTA-ML can be
completely mislead by the LooseDisguiser strategy too. After adversarial training with
the samples of LooseDisguiser, the updated SIMBIoTA-ML has a significantly increased
accuracy on the adversarial test set constructed with LooseDisguiser (ca. 97%). More-
over, the updated SIMBIoTA-ML, which was trained with the adversarial examples of
LooseDisguiser, remains surprisingly robust against adversarial examples of Disguiser too.
While the accuracy of SIMBIoTA-ML remarkably increases on adversarial examples af-
ter adversarial training, the accuracy of the updated SIMBIoTA-ML on the original test
sample set is only slightly lower than the original SIMBIoTA-ML’s accuracy.

4.3 Discussion

In this chapter we showed that, by using adversarial training, antivirus companies can
make SIMBIoTA-ML more robust against previously presented adversarial evasion tech-
niques. SIMBIoTA-ML is not only a theoretical solution, but can also be used in industry.
We strived for realistic adversarial training methodology that can be used in real-life
situations. Therefore, we constructed adversarial examples for adversarial training from
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malware samples only from the original training set, because the antivirus company has
knowledge only about these files. One may notice that in previous chapters we did not
consider the test/train set when we selected malware samples for creating adversarial ex-
amples. This is because in the previous chapters we looked at the malware detection
evasion scenario from the attacker’s perspective. The attacker does not know the malware
database of the antivirus company, he can construct adversarial examples from all malware
samples that he knows about.

The antivirus company does not necessarily know the exact algorithm of the attacker, in
fact, most of the time this is the case. A good example of this is the presented scenario,
where the antivirus company uses LooseDisguiser for training, but the attacker uses the
more powerful Disguiser strategy. Nonetheless, the updated SIMBIoTA-ML, which was
trained with the adversarial examples of LooseDisguiser, is surprisingly robust against
adversarial examples of Disguiser too.

The price that we have to pay for this remarkable robustness is the increased training time
and the increased size of the detection model, however, we argue that both are bearable
in practice. In Section 4.1 we saw that adversarial training requires an extended training
sample set. In machine learning, usually, an increased training set comes with increased
training time and increased model size. This time, the increased training time is not
critical, because in a real-life situation, similar to the original training of SIMBIoTA-ML,
the adversarial training would be performed on the backend (see Subsection 2.3) and we
can assume that the backend has practically unlimited resources compared to the IoT
devices. Regarding the model size, in Figure 4.4 we indeed observe an increase of 10%, in
case of Chunker, and 20%, in case of Disguiser, due to the 1.5 and 3 times, respectively,
increase of the training set size. This translates to a few kilobytes of extra memory needed,
which we believe to be still acceptable even on the resource constrained IoT devices.
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In Subsection 2.3.1 we mentioned that SIMBIoTA-ML uses a random forest classifier [9],
which also need to be configured. Specifically, the number of decision trees that make up
the random forest has to be specified. Similar to the original SIMBIoTA-ML measurements
in [28], we set the number of decision trees to 10, which give a good trade-off between
the detection capability of the machine learning model and the memory required to apply
the model on the embedded IoT device. Another important random forest parameter is
the maximum depth of the decision trees. In the case of the original SIMBIoTA-ML mea-
surements in [28], the maximum depth of the decision trees of the random forest was not
limited. However, the updated SIMBIoTA-ML requires more memory on the embedded
IoT device due to the extended training data set. Therefore, we set the maximum depth
of random forest’s decision trees to 6, thus reducing the size of the model to half of the
original in [28], while its detection capability practically remained the same.

For adversarial training of SIMBIoTA-ML, similar to [28], our implementation for the
random forest classifier uses the scikit-learn* Python module. In order to measure the
amount of storage necessary to hold the model, similar to [28], we used the pickle® module
to transform the Python object into a byte string that could be written to disk and later
reloaded into memory. We then calculated the length of the byte string to get the number
of bytes necessary to represent the object. We understand that there are more efficient
ways to serialize a random forest model than using the pickle module. So, in practice,
the representation of the model may require even smaller amount of memory on the IoT
device than the amount we observed in our measurements (which is already acceptably
small anyway).

*https://scikit-learn.org/stable/ (accessed: October 16, 2023)
*https://docs.python.org/3/1ibrary/pickle.html (accessed: October 16, 2023)
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Finally, in Figure 4.5 and Figure 4.6 we measure the required processing time (i.e., de-
tection time) of a given file on the IoT device. By detection time, we mean the time
that elapses from the beginning of the binary scan of any file to the decision whether it
is malicious or not. In the case of SIMBIoTA-ML, this time consists of the TLSH hash
computation time of the binary and the decision time of the model. The decision time
of the model is practically constant at 1.5 - 2 ms, due to the properties and operation of
the random forest classifier [9]. However, the time that is required to compute a TLSH
hash for a given binary depends strongly on the size of the binary itself [27]. Therefore,
the total detection time is more dependent on the size of the processed file, which can
be observed also in Figure 4.5, where samples of Chunker strategy requires more process-
ing time than malware samples, because the size of an adversarial example created with
the Chunker strategy is 20% larger than the original malware from which it was crafted.
Moreover, this phenomenon is even more noticeable in Figure 4.6, in which case samples
created with the Disguiser strategy require much more processing time than the malware
samples, since the size of an adversarial example created with the Disguiser strategy is at
least 6 times larger, than the original malware from which it was created. Nevertheless,
there is no significant difference between the required detection times of the original and
updated SIMBIoTA-ML for the malware, benign and adversarial samples, separately.
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Chapter 5

PATRIoOTA inspired by SIMBIoTA

In this chapter, we propose PATRIoTA (PArticle TRained IoT Antivirus), a similarity-
based IoT malware detection method inspired by SIMBIoTA, but being significantly more
robust than SIMBIoTA is. The main idea of PATRIoTA is to split malware samples known
to the antivirus provider into multiple fixed-size parts, referred to as particles, and to
perform the same operations on those particles as the operations performed by SIMBIoTA
on entire samples. This means that the antivirus provider builds a similarity graph of
known particles, computes its dominating set, and distributes similarity preserving hash
values (in our case, TLSH [27] values) corresponding to the particles in the dominating set
to the clients. The clients also split any file to be scanned (e.g., a binary extracted from
network traffic) into particles, compute the similarity preserving hash values of them, and
if a threshold number of those computed hashes are similar to the hashes in the dominating
set, then the file is detected as malware.

PATRIoTA is robust against adversarial sample creating strategies that add extra bytes
to an existing malware binary, because the sample created in this way will always contain
in it the original binary, and, hence, all of its particles, which can be recognized by
PATRIoTA despite the presence of the added extra bytes. In addition, PATRIoTA may
be robust against even more sophisticated adversarial strategies that keep sizable chunks of
the original malware binary intact within the created adversarial sample, as those chunks
may result in particles that are similar to the particles of the original sample. Moreover,
our measurement results indicate that, besides increased robustness, PATRIoTA also has
better malware detection capabilities than SIMBIoTA has.

5.1 Design

In Subsection 3.3.3, we mentioned that SIMBIoTA is not robust against the adversarial
samples created with the Chunker and Disguiser strategies. Both attack strategies append
some bytes at the end of an existing malware binary in such a way that those bytes are
never executed, while the TLSH value of the modified sample becomes dissimilar to that
of the original malware, and therefore, SIMBIoTA has a good chance of misclassifying
it. In the case of these, and similar, append attacks, the original malware binary can be
found in the adversarial sample. Hence, in order to detect such an adversarial sample
as malware, we need a method that identifies the original malware inside the adversarial
sample. PATRIoTA, the method we propose and describe in this section, will do exactly
this: it identifies parts of known malware samples inside any file being checked with it.
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PATRIoTA can be viewed as a general method of defense against adversarial samples
created with append attack strategies.

5.1.1 Overview

The design of PATRIoTA was inspired by SIMBIoTA (and their similarity is also reflected
in their names). Basically, PATRIoTA is a modified version of SIMBIoTA where the
difference is that PATRIoTA works with fixed-size parts of malware samples instead of
entire malware binaries. Not surprisingly, the architecture of PATRIoTA is also almost
the same as that of SIMBIoTA, as it is illustrated in Figure 5.1. Malware samples are
continuously collected from the intelligence network of the antivirus provider, and the
PATRIoTA backend splits them into fixed-size parts, which we call particles in the se-
quel. Similar to SIMBIoTA, a similarity graph is built by the backend, but in this case,
this graph is built from the malware particles. In addition, PATRIoTA uses a different
similarity threshold to build the similarity graph. In Subsection 5.1.4, we explain how
to determine the optimal values for the particle size and the similarity threshold used by
PATRIoTA. Again similarly to SIMBIoTA, the backend computes a dominating set of the
current similarity graph and makes the list of TLSH hash values of the dominating vertices
available to clients.

The detection method on the client side is somewhat different in the case of PATRIoTA:
the client splits the file to be checked into particles (of the same size used by the backend);
calculates the TLSH hashes of the particles; and compares these TLSH hashes with those
of the current dominating set. A file is considered malicious if it contains a threshold
number of particles that are similar to known malicious particles. The selection of this
threshold is discussed in Subsection 5.1.3.
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5.1.2 Particle size and similarity threshold

PATRIoTA uses some special parameters, which we have already mentioned in the previous
subsection, including the size of the particles and the similarity threshold used during the
graph construction from the TLSH hashes. Finding the optimal configuration of these
parameters is not a trivial task. We can state that the optimal configuration (if it exists
at all) is highly context dependent; for example, we can imagine a situation where the low
latency of the detection process is more critical than its memory usage.

Despite all this, we developed an iterative methodology to determine a recommended pa-
rameter configuration. We performed measurements to determine the optimal parameters
on a smaller data set, not the one presented in Subsection 5.2.1. This data set consisted
of 2000 malware and 2000 benign samples for both the ARM and the MIPS architectures.

When we were designing PATRIoTA, the first question was the size of the particles. We
first considered the values of 1 kB, 2 kB, 4 kB, 8 kB, 12 kB and 16 kB, but later excluded
1 kB and 2 kB, because the number of graph nodes built from particles of those sizes grew
unmanageably large.

PATRIoTA builds a graph from the TLSH values of malware particles, where the TLSH
hash values are the nodes and there is an edge between two nodes if the TLSH difference
of the two hash belonging to the nodes is below a certain similarity threshold value.
SIMBIoTA uses 40 as TLSH similarity threshold, because the average clustering coefficient
of the built graph is the highest in that case [10]. The same value cannot be used for
PATRIoTA, because it does not build the graph from the TLSH hashes of entire malware
samples, but from its particles. To determine the optimal value of the TLSH similarity
threshold for different particle sizes, we used the same technique as for SIMBIoTA. In
Figure 5.2, we measure the average clustering coefficient of the graph built from the
particles of the 2000 malware samples using different TLSH similarity thresholds. We
select the TLSH similarity threshold that gives the highest average clustering coefficient
for each particle sizes (e.g., for particles of size 4 kB, the selected TLSH similarity threshold
is 65 in the case of ARM samples).

5.1.3 Detection threshold

A suspicious sample is considered malicious if it contains at least a threshold number of
particles that are similar to known malware particles. If this threshold is set to 1, the true
positive detection rate (TPR) of malware will be as high as possible, but the unwanted
effect may occur that even benign files are considered malicious (e.g., a benign and a
malicious program use the same statically compiled library, therefore, both contain the
same sequence of bytes). The consequence is that the larger the detection threshold is,
the lower the false positive rate (FPR) and, unfortunately, the lower the TPR will be. So,
we choose the smallest possible value where the FPR is still below 1%, which is 2 in the
case of ARM samples and 4 in the case of MIPS samples (see Section 5.2).

5.1.4 Optimal configurations

At this point we have 4 possible particle size and TLSH similarity threshold configurations,
but which of them is the best?

Before answering this question let’s take a look at Figure 5.3, where we examine the
number of similar particles between malware samples with the configuration of 4k particle
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size and 65 similarity threshold for ARM samples. For that, we divide the 2000 malware
samples to 10% train and 90% test set, we split to particles the items in the train set
and we build the graph from their TLSH hashes. Finally, we iterate over the elements of
the test set, split each file, and count how many similar particles there are between them
and the particles in the graph. In other words, we simulate the operation of PATRIoTA
on a small data set and repeat this simulation ten times (just like in Section 5.2, in the
case of the large data set). There are ca. 40 samples in Figure 5.3 that do not contain
any similar malware particles to the particles in the train set, therefore, we cannot detect
these. Furthermore, in Figure 5.3 we see how many malware samples would not be detected
depending on the selected detection threshold. For instance, if we required that at least 3
particles of the file should be similar to some known malware particle to detect the file as
malicious (i.e., detection threshold 3), then ca. 404+504+30=120 malware samples would
not be detected. In Figure 5.4 we examine the number of similar particles between the
train malware samples and the test benign samples, we iterate all over the 2000 benign
samples, split each file, and count how many similar particles there are between them
and the particles in the graph built from the particles of the 200 malware train samples.
This figure shows that the vast majority of benign samples do not contain particles that
resemble malware particles, however there are a few samples that unfortunately do, which
would cause the false positive decisions of PATRIoTA.

To select the best particle size and TLSH similarity threshold configuration, we examine
how it changes the TPR and FPR values depending on the detection threshold. Figure 5.5
shows the ROC (Receiver Operating Characteristic) curves of the different configurations,
where each jump in the step function corresponds to a certain detection threshold value
between 1 and 10. According to our expectations, as the detection threshold increases,
the FPR decreases, but so does the TPR. We choose the configuration with the highest
AUC (Area Under the ROC Curve) value. This is 4k particle size and 65 TLSH similarity
threshold for ARM samples and 8k particle size and 60 TLSH similarity threshold for
MIPS samples.
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Figure 5.3: The x axis shows the number of particles in a sample
from the malware test set that are similar to items
in the train set (from 0 to 50), while the y axis shows
the number of these samples in the case of 4k particle
size and 65 TLSH similarity threshold configuration
for ARM samples.

2000

4]

1750

1500

1250 |

1000

750 |

Number of samples

500
250 |

— — — ~&~ ~5~ -5~
| |

ok = 0 —a — —

-8
I I | | I

o

0 1 2 3 4 5 7 8 9 10 1112
Number of similar malware particles

Figure 5.4: The x axis shows the number of particles in a sample
from the benign test set that are similar to items in
the train set (from 0 to 12), while the y axis shows
the number of these samples in the case of 4k particle
size and 65 TLSH similarity threshold configuration
for ARM samples.
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5.2 Evaluation

In Section 5.1, we presented PATRIoTA, including its architecture and operating prin-
ciples, as well as the selection of its parameters (particle size, similarity threshold, and
detection threshold). It is time to evaluate PATRIoTA’s performance, especially its ability
to detect adversarial samples. However, before doing that, we present the data set and
methodology used for the performance measurements.

5.2.1 Experiment design

In this work, we perform all experiments using the same dataset as used for the adversarial
training of SIMBIoTA-ML in Chapter 4, which is described in Subsection 3.3.1. As a first
step for testing PATRIoTA, we split the malware samples, into a 10% train set and a
90% test set. To do this, we use K-folds cross-validation [30], which is a reliable and
frequently used model checking technique. We use K-folds with 10 folds and repeat each
measurement 10 times, where the samples of each fold belong to the train set once, and
the test set consists of the samples of the other 9 folds. This ensures that each malware
appears exactly once in the train set and 9 times in the test set!.

PATRIoTA does not need benign samples for training, so we add benign samples only to
the test set. Moreover, we extend the test set with adversarial samples for measuring the
robustness of the system. These adversarial samples are created using the two strategies
mentioned in Subsection 3.2: Chunker and Disguiser. We create these adversarial samples
from the malware binaries in the test set, simulating that an attacker has malware sam-
ples unknown to the antivirus company and can create adversarial samples from them.
Table 5.1 shows the exact number of samples in the train and test set.

!'We use exactly the same train and test sets in case of PATRIOTA as used for adversarial training on
SIMBIoTA-ML.
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Table 5.1: Number of samples in the train and test set, in the ARM and MIPS cases.

ARM
Malware | Benign Chunker Disguiser
Train 2,921 - - -
Test 26,288 4,727 24,285 26,288
MIPS
Malware | Benign Chunker Disguiser
Train 1,872 — — -
Test 16,843 9,392 | 13,862 - 13,916 | 16,813 - 16,819

With the presented construction, we simulate the operation of PATRIoTA: we build the
model properly from the train samples, and then give samples from the test set to the
model for detection (see Section 5.1). Furthermore, since PATRIoTA was inspired by
SIMBIoTA, we compare their performances in all aspects. Indeed, we train and test the
two systems on the same samples and measure the same performance metrics. In the next
3 subsections, we present the results of the performed simulation.

5.2.2 Detection capability

Using the experimental setup presented in the previous subsection, we measure the detec-
tion accuracy of SIMBIoTA and PATRIoTA in 3 different cases: on unmodified malware
and benign files, on adversarial samples of the Chunker strategy, and on adversarial sam-
ples of the Disguiser strategy. Our goal is to achieve the highest possible accuracy in all 3
cases, while keeping the FPR. of benign files below 1%. To do this, we try PATRIoTA with
different detection thresholds (i.e., minimum number of particles of a file that need to be
similar to known malware particles in order for the file to be classified as malware). The
smaller the detection threshold is, the higher the TPR will be, but the FPR will increase
too. According to our measurements, the optimal value for the detection threshold is 2
for ARM samples and 4 for MIPS samples, as for smaller values, the FPR exceeds 1%.

In Figure 5.6, we compare the detection accuracy of the two system. PATRIoTA drastically
outperforms SIMBIoTA in terms of accuracy in all test cases! On the sample set of
unmodified benign and malicious programs, PATRIoTA has an impressive 98.5% accuracy
in the case of ARM samples and 98.2% in the case of MIPS samples. Moreover, it performs
extremely well even on adversarial samples of both the Chunker and Disguiser strategies,
with 98% accuracy on ARM samples and 95% on MIPS samples.

5.2.3 Storage requirement

IoT devices are usually limited by resources, including available memory and storage
capacity. Therefore, we measure the storage space requirement of PATRIoTA on the
client side (i.e., on the IoT device), which in our case is the size of the dominating set
multiplied by the size of the TLSH hash. Compared to SIMBIoTA, unfortunately, the
higher accuracy and robustness of PATRIoTA comes with a higher storage requirement,
due to the increased number of nodes in the dominating set. In Table 5.2, we present the
required memory sizes of the two system.
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Figure 5.6: Comparison of the detection accuracy of SIMBIoTA
and PATRIoTA on unmodified malicious and benign
samples (Original), adversarial samples created with
the Chunker strategy, and adversarial samples created
with the Disguiser strategy, in the ARM and MIPS
cases.

Table 5.2: Storage requirement of SIMBIoTA and PATRIoTA on the client side in the
ARM and MIPS cases.

| SIMBIoTA |  PATRIoTA
ARM | 8,365 - 9,030 B | 333,585 - 371,805 B
MIPS | 5,775 - 6,440 B | 111,965 - 139,370 B
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5.2.4 Run time performance

Another price we have to pay for the increased detection accuracy and robustness of PA-
TRIoTA is the increased processing time compared to SIMBIoTA. By detection time,
we mean the time that elapses from the beginning of the binary scan of any file to the
decision whether it is malicious or not. In the case of SIMBIoTA, this time consists of
the TLSH hash computation time of the binary and the decision time of the model. For
PATRIoTA, the detection time consists of the sum of 3 components: the time required to
split the binary into fixed-size particles, the sum of TLSH hash computation time of the
particles, and the sum of decision times required for particles. Basically, PATRIoTA per-
forms SIMBIoTA’s detection method multiple times, more precisely for each particle, until
the number of particles considered malicious reaches the value of the detection threshold
parameter. Therefore, PATRIoTA requires more time for detection than SIMBIoTA, as
shown in Figure 5.7.

5.3 Discussion

In this chapter, we were concerned with increasing the robustness of binary similarity-
based malware detection methods against adversarial samples that are crafted specifically
to mislead a given malware detector. More specifically, we proposed PATRIoTA, a robust,
similarity-based antivirus solution, which was inspired by SIMBIoTA [37]. In Chapter 4
we studied the robustness of SIMBIoTA-ML, where an adversarial training approach was
proposed as a solution. So a natural question, at this point, is whether an adversarial
training approach could have increased the robustness of SIMBIoTA as well. If so, then
the need for a new approach, i.e., our PATRIoTA, would be much weaker.
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Similarity Graph | Machine Learning

Particle Searching v ?
Adversarial Training X v

Table 5.3: Evaluation of the combinations of the detection models with the proposed ro-
bustness enhancing techniques. The question mark represents that the com-
bination of machine learning with particle searching, i.e., PATRIoTA-ML,
requires further investigation.

It is clear what adversarial training means in case of a machine learning-based method: the
training set is expanded with adversarial samples created by various known adversarial
strategies. But SIMBIoTA is not a machine learning-based method. Nevertheless, we
can define adversarial training quite intuitively for SIMBIoTA too: the antivirus provider
extends the similarity graph of known malware samples with adversarial samples and
computes the dominating set of this extended graph. One can then check the detection
performance of this modified SIMBIoTA on adversarial samples to determine how robust
this approach is.

We performed adversarial training of SIMBIoTA by extending the similarity graph of
known malware samples with adversarial samples created from those known malware by
the Chunker and Disguiser strategies introduced in Section 3.2, and computed the dominat-
ing set of the extended graph. We then measured the detection performance on adversarial
samples created from malware unknown to the antivirus provider by the same Chunker
and Disguiser strategies. The results we got were not so promising: adversarial ARM and
MIPS samples created by the Chunker strategy were detected with 92% and 90% accuracy,
respectively, while adversarial ARM and MIPS samples created by the Disguiser strategy
were detected only with 86% and 67% accuracy, respectively. These results confirm the
raison d’étre of PATRIoTA.

In Table 5.3, we provide a summary of the discussion presented in this section. We list the
types of our detection models (similarity graph and machine learning) and the proposed
techniques designed to enhance adversarial robustness (particle searching and adversarial
training). We placed a question mark in the cell that combines machine learning with
particle searching, i.e., PATRIoTA-ML. This approach offers several advantages: Proper
hyperparameter settings of the Random Forest Classifier allow us to regulate the model
size; The Random Forest Classifier ensures constant and short decision times; The particle
searching concept contributes to robustness against adversarial examples. Unfortunately,
based on our preliminary measurements, the training time and model size grow unman-
ageably large, and the detection capability is not sufficient either. We believe that this
might be due to excessive noise in the training set, where common particles could exist in
both malware and benign files. Therefore, some form of prefiltering or preprocessing of the
particles in the training set would be necessary. Nevertheless, PATRIoTA-ML does not
show very good performance yet. However, we strongly believe that it has great potential
and is worth further research.

In addition, while PATRIoTA was designed to be robust against adversarial samples that
were created from existing malware samples by appending extra bytes to them, we have
the intuition that it is also robust against other strategies that create adversarial samples
that contain chunks of the original sample, as those chunks may result in particles that
are similar to the particles of the original sample. In order to test this intuition, we
measured the robustness of PATRIoTA against such a strategy. In particular, a very
clever adversarial sample creation strategy against similarity-based malware detection was
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proposed in [13] that consists in modifying a few unused portions of a malware binary (e.g.,
the section header tables were modified in [13]) such that the TLSH difference between the
modified and the original files is maximized, while the functionality of the original binary
is fully preserved, the size of the modified file remains the same as that of the original
one, and even the binary content is only slightly changed. As reported in [13], it is rather
easy to create adversarial samples in this way that are misclassified by SIMBIoTA: out of
2000 randomly chosen ARM malware samples, 1779 samples were suitable for such kind
of modification, and 1465 samples could be created with a TLSH difference of at least
40 (the threshold used by SIMBIoTA) between the modified and original files. We tested
both SIMBIoTA and PATRIoTA with those samples, and SIMBIoTA recognized only 17%
of them as malware, while PATRIoTA detected a remarkable 98% of them as malware!

One may wonder whether statically linked libraries decrease the detection accuracy of
PATRIoTA. Such libraries may be included in both malware and benign binaries, so ac-
tually, some portions of statically linked malware and benign samples that include the
same libraries can be identical. This may lead to multiple similar particles in them, po-
tentially above the threshold number used by PATRIoTA. In other words, benign files
may contain particles resulting from linked libraries that are similar to particles seen in
malware binaries using the same libraries. Such benign files may be classified as malware
by PATRIoTA, which leads to an increased false positive rate. Indeed, we tested PATRI-
oTA on 118 statically linked ARM and 64 statically linked MIPS benign binaries and it
misclassified 15% and 6% of them, respectively, as malware. This misclassification rate
is not really acceptable, therefore, further research is needed to reduce it. We note that
SIMBIoTA had a false positive detection rate of 0% throughout our experiments.
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Chapter 6

Related work

In this chapter, we present a comprehensive overview of the state of the art in the related
field. While SIMBIoTA-ML uses machine learning for malware detection, SIMBIoTA
(and consequently PATRIoTA as well) does not belong to ML-based malware detectors.
However, since adversarial examples and adversarial robustness, the main focus of this
work, are closely tied to machine learning, we include an outlook on ML-based malware
detection in this chapter.

6.1 ML-based (IoT) malware detection

As we mention in Chapter 1, traditional (i.e., signature-based and heuristic solutions)
malware detection systems could have scalability problems. In addition, traditional sys-
tems use only static properties of malware files for detection, hence with special techniques
(e.g., obfuscation) they can be deceived.

Unlike traditional solutions, ML-based malware detection can be highly automated [40,
38, 14]. Furthermore, they use static and dynamic program analysis for extracting the
required feature vectors [32]. Hence, their detection capabilities are better than that of
traditional malware detection approaches. Feature vectors can be extracted from different
sources, including the samples’ instructions [12, 36|, their control-flow [2], invoked API
functions and system calls [1, 31|, grey scale images of binaries [22], strings [21], and
messages sent over network [26, 16].

In addition, solutions that combine machine learning with cloud-based approach scale well
and can be applied also in the IoT field [35, 20]. This construction is advantageous for
resource constrained IoT devices, because resource heavy calculation and processing can
be passed to cloud, and only a lightweight algorithm is needed on client side. They can
use different ML models, including convolutional neural networks [33], recurrent neural
networks [17], random forest classifiers [36], fuzzy and fast fuzzy pattern trees [12].

6.2 Adversarial examples and robustness analysis

For making machine learning models more accurate and reliable we have to prepare them
against adversarial examples. Therefore, this is an actively researched area with a rich
and diverse literature.
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Originally, ML-based image recognition was the first scientific field where adversarial at-
tacks were applied. As an example, consider Figure 3.1, where some perturbation is added
to the original image for the purpose of deception of the given ML classifier. Practically,
this concept can be applied to ML-based malware detection field too, because also in case
of malware files we usually want some perturbation on the original binary. In addition,
as the functionality of image remains the same (i.e., in Figure 3.1 we still recognize the
panda), usually we want to preserve the functionality of malware too.

Based on the attacker’s knowledge on the targeted ML detection system we can distinguish
two type of attacker models [6]. In the white-box model, the attacker has a comprehensive
idea of the ML model, he knows the exact training data and concrete model parameters.
Moreover, there exists the black-box model, when the attacker has knowledge only about
the input and output of the model. Our presented strategies (Chunker & Disguiser)
rather follow a grey-box attacker model, because they do not know about concrete model
parameters, but they take into account the fact that SIMBIoTA and SIMBIoTA-ML use
similarity based hashes. So in our case, the attacker has partial information about the
detection systems.

There are many different approaches for adversarial attacks also in the context of malware
detection [6]. From these approaches we can highlight append and slack attacks [34] for
their simplicity. Append attacks generate bytes and add them to the end of malware
binary. Slack attacks add or modify bytes in slack regions of a binary, which are gaps
between neighboring sections of an executable file. Our presented strategies (Chunker &
Disguiser) resemble the previously mentioned append attack. There are other solutions for
generating and appending bytes to the end of a binary, including gradient-based approach
23, 24].

Another more advanced technique is program obfuscation, which can change the binary
representation of a program while preserving its functionality [29]. In order to do so, ML
solutions can be used, including reinforcement learning-based approaches [4, 3], Generative
Adversarial Networks (GAN)[19] and Recurrent Neural Networks (RNN) [18]. Obfuscat-
ing existing malware samples may be a successful strategy, but we do not use it, because
from the perspective of SIMBIoTA and SIMBIoTA-ML, obfuscated samples appear to
be new malware, as their binary representations can be completely different from those
of the original samples from which they were created. In other words, obfuscated sam-
ples are considered new malware by SIMBIoTA and SIMBIoTA-ML, and their detection
performance on them has already been measured in [28].

Adversarial training is an effective way to increase the robustness of ML-based systems
against adversarial examples, and it can also be applied in the malware detection domain.
Several existing solutions use this technique to improve their malware detection systems
[25, 39]; however, we applied it first in the domain of ML-based IoT malware detection.
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Chapter 7

Conclusion

To summarize this thesis, we presented two recently proposed IoT malware detection so-
lutions: SIMBIoTA and SIMBIoTA-ML. We developed two adversarial strategies, Chun-
ker and Disguiser, capable of misleading these solutions. To overcome this problem, we
proposed two solutions that enhance the robustness of the systems against the devised
adversarial strategies: adversarial training and PATRIoTA.

We were interested in how SIMBIoTA and SIMBIoTA-ML, which perform well initially,
behave against adversarial examples. Therefore, we constructed two different strategies for
creating adversarial examples from existing malware files: Chunker and Disguiser. Basi-
cally, both strategies append a few bytes to the end of the malware, so they are relatively
simple methods. Our measurement study shows that in case of Chunker, SIMBIoTA-
ML has higher detection rate than SIMBIoTA, while in case of Disguiser, both detection
system have poor performance.

To overcome this problem we proposed two solutions: the first one uses SIMBIoTA-ML,
the second uses SIMBIoTA. Firstly, we used the adversarial training concept to increase
the robustness of SIMBIoTA-ML against the presented adversarial evasion strategies. For
adversarial training, we extended the training sample set of SIMBIoTA-ML with adversar-
ial examples constructed by the adversarial evasion strategies. After adversarial training,
the updated SIMBIoTA-ML became much more robust against samples of Chunker and
Disguiser. The price that we have to pay for this remarkable robustness was the increased
training time and the increased size of the detection model, however, we showed that both
are bearable in practice. Secondly, we introduced PATRIoTA, an IoT malware detection
method inspired by the same principles as SIMBIoTA. We demonstrated its exceptional
malware detection capabilities, coupled with its resilience against various adversarial sam-
ple creation strategies. More specifically, we compared the performance and robustness of
PATRIoTA to that of SIMBIoTA. PATRIoTA has a higher true positive detection rate,
but it also has a higher false positive rate, it requires more storage capacity, and it has
longer detection time than SIMBIoTA has. Its true advantage is its strong robustness
against adversarial samples: indeed, SIMBIoTA can be completely misled by adversar-
ial samples created from existing malware by appending extra bytes to them, whereas
PATRIoTA detects those samples with very high accuracy.

PATRIoTA exhibits an increased running time in comparison to SIMBIoTA, particularly
when assessing benign files. Moreover, PATRIoTA might yield false positive decisions on
statically linked benign binaries if they incorporate libraries that have also been utilized
in malware. These challenges warrant further investigation and are part of our future
research agenda. Could PATRIoTA-ML potentially resolve these issues?
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